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Problem formulation...

Harnessing the power of wide-area distributed computing platforms
iIs a major challenge nowadays, and scheduling is crucial for
achieving this goal
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Proposed Solution

A computing platform is represented by a non oriented graph and a
linear program maximizes the throughput in the system
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Demo construction

Eprnats Schedued

Steady State Scheduler V1.0 :

- Allows to change communication and execution times.

- Uses GIpk® to solve the Master-Slave linear programming
problem.

- Constructs the actual schedule.
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The Next step

By using the demo, we could identify some observables in the
system and the subsequent behavior based on the model. We
expect to evaluate a problem with more nodes, simulating a grid
based platform, and we will use this results in order to construct a
final prototype
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Gannt Chart of the new schedule
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